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Abstract: A three-dimensional (3D) thermomechanical coupled model for Ti-6Al-4V alloy has been calibrated through experiments of 40-layers metal deposition using different scanning strategies. The sensitivity analysis of the mechanical parameters shows that the thermal expansion coefficient as well as the elastic limit of Ti-6Al-4V have a great impact on the mechanical behavior. Using the validated model and optimal mechanical parameters, the evolution of thermo-mechanical fields in LSF has been analyzed. It has been found that the stresses and distortions are developed in two stages, after the deposition of the first layer and during the cooling phase after the manufacturing of the component. The cooling phase is the responsible of 70\% of the residual stresses and 60\% of the total distortions, respectively. These analyses indicate that by controlling the initial substrate temperature (pre-heating phase) and the final cooling phase it is possible to mitigate both distortion and residual stresses. Hence, the influence of different pre-heating procedures on the mechanical fields has been analyzed. The results show that increasing the pre-heating temperature of substrate is the most effective way to reduce the distortions and residual stresses in Additive Manufacturing.
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1 Introduction

Additive Manufacturing (AM) is an advanced solid free-form manufacturing technology that allows for complex shaping with high-performance requirements. AM consists of the metal deposition of thin layers according to a specific scanning strategy, eventually forming net or near net-shape components [1]. Laser Solid Forming (LSF) [2] is one of the several AM technologies, in which the powder feeding is coaxial with the power input (laser or electron beam). Compared with traditional fabrication methods, LSF technology can greatly improve the material saving, reduce the processing cost, as well as reaching high mechanical performance comparable with those of forging processes. It can be used not only for the fabrication of new components but also for parts repairing. However, during the scanning sequence, the metal deposition undergoes rapid heating and cooling cycles with high temperature fields and large temperature gradients which typically induce significant residual stresses and distortions. Hence, the geometrical accuracy and mechanical properties of the fabricated parts can be compromised. Further research regarding the formation and evolution of both distortions and residual stresses in LSF processes is mandatory to enhance this manufacturing technology.

Finite element (FE) analysis is an important tool to predict the temperature evolution, distortions and residual stresses during the AM process. The experimental work can be minimized by taking advantage of the FE analysis used to optimize
the process parameters and to study both the material behavior and the structural response. The AM software can be used to predict the temperature evolution [3-8], as well as the distortions and residual stresses [9-13].

Many researchers have validated their models using in situ experimental measurements techniques [5,11,14,15] and analyzed the residual stresses and distortions of the final products. Although many thermomechanical models have been calibrated for the AM of titanium alloys, the material properties used to characterize the material behavior of Ti-6Al-4V are very different. On the one hand, in thermal analysis the most sensitive parameters are the heat absorption and both the heat convection and heat radiation coefficients [3,7,15-19]. On the other hand, the mechanical response depends on the characterization of the constitutive model thought the definition of the corresponding elastic modulus and plastic law [3, 18, 20-23]. It is very difficult to take advantage from the establishment of a common material database, particularly because there exist many differences in the definition of the constitutive laws used to characterize the mechanical behavior of the material. This problem is amplified when the mechanical response must be characterized within the entire temperature range, from the room temperature to and above the melting point. Moreover, the residual stresses and distortions during the metal deposition are accumulated according to the scanning sequence used for the metal deposition, which drives the local temperature evolution and temperature gradients while evolving during the AM process.

Denlinger et al. [15,18,24] developed and validated a model for the Directed Energy Deposition (DED) process. In situ measurements of distortion, temperature and residual stresses are used to evaluate the accuracy of their model during the DED processing of Ti-6Al-4V. They found that the transformation strains in Ti-6Al-4V reduce the stress field till vanishing at temperature above 690°C. So the authors proposed to reset both stresses and strain field when the temperature is above 690°C to obtain better agreement with the experimental results. They also observed that shorter dwell times produce higher temperature fields and less pronounced temperature gradients, leading to significantly lower residual stresses and distortions of the built. However, a detailed analysis of the stress formation by coupling the different thermomechanical fields during DED processes is rarely analyzed. Martina et al. [25] and Szost et al. [26] measured the residual stresses induced by Wire+Arc Additive Manufacturing (WAAM) of Ti-6Al-4V walls. The results showed that the maximum longitudinal stresses are concentrated just above the interface between the substrate and the wall and the magnitude of this stresses typically reduces from top of the wall becoming compressive at the bottom surface. Nevertheless, the generation and development of these stress fields were not explored.

In the literature it is possible to find different methods to reduce the distortions and residual stresses taking advantage from the previous experiences in welding processes, for instance, by modifying the structural design as a function of the new AM technologies, or by controlling the process parameters, as well as by means of heat treatments to achieve this objective [27]. Chin et al. [28] and Klingbeil et al. [29] found that moderate heating of the substrate above the room temperature before DED as well as better mechanical constraints of the substrate could mitigate both deformations and stresses. Nevertheless, the pre-heating strategies need further investigation. Cao et al. [30] found that when the number of the laser pre-heating on the substrate is increased by electron beam free-form fabrication, the distortion firstly increases and then reduces, while the maximum residual stress gradually decreases. However, this reduction is small. Nowadays, the underlying mechanisms of mitigating distortions and residual stresses for the AM processes and particularly for LSF technique is not yet clear.

In this work, a fully coupled 3D thermo-mechanical FE model is calibrated using the experimental data obtained in our Labs. Hence, a sensitivity analysis of mechanical properties has been systematically performed to find the optimal parameters for the numerical simulation of the thermo-mechanical problem. In this way, both the temperature field and the final distortions of Ti-6Al-4V metal deposition by LSF is optimized. The structural response obtained using different material data to characterize the mechanical behavior has been discussed in detail. Finally, the validated model is used to investigate the influence of different pre-heating methods and possible strategies to mitigate the final distortions and the residual stresses.
2 AM process modeling

The framework used for the numerical simulation of the AM process by LSF consists of a thermo-mechanical solver for transient analysis. An automatic time-marching scheme is used to advance in time. At each time-step a staggered solution performs the thermal and mechanical analyses, sequentially. As a result, a fully coupled solution is achieved being the mechanical problem fully dependent on the temperature field through the user defined temperature-dependent material database. Both elastic moduli and plastic flow can account for the thermal softening. Furthermore, the strain-hardening, the material creep, as well as the annealing mechanisms are taken into account to fully characterize the material behavior in the entire temperature range from room temperature to and above the melting point. Reciprocally, the thermal analysis is also coupled with the mechanical problem. The heat generated by the plastic dissipation is included as source term in the balance of energy equation. Furthermore, due to the deposition of the different layers during the building process, the heat losses by convection and radiation change because of the modification of the actual boundary conditions (external surfaces) for the thermal analysis. A detailed description of the model is available in references [11, 16, 22].

2.1 Transient thermal model

The transient heat transfer analysis is governed by the energy balance equation. The local (strong) format of this equation is stated as:

\[ \dot{H} = -\nabla \cdot \mathbf{q} + \dot{Q} + \dot{D}_{\text{mech}} \quad (1) \]

where \( \dot{H} \), \( \dot{Q} \) and \( \dot{D}_{\text{mech}} \) represent the enthalpy rate, heat source and the thermo-mechanical dissipation rate (per unit of volume), respectively. The heat flux (per unit of surface) \( \mathbf{q} \) is expressed as a function of the temperature gradient through Fourier’s law as:

\[ \mathbf{q} = -k \nabla T \quad (2) \]

where \( k(T) \) is the temperature-dependent thermal conductivity.

Integrating equation (1) over the entire computational domain, it is possible to write the weak (integral) form of the energy balance as:

\[ \int_{\Omega} (\delta \mathbf{g} \cdot \mathbf{F}) dV + \int_{\Omega} \left[ (\nabla \cdot \delta \mathbf{g}) k \nabla T \right] dV = \int_{\partial \Omega} \delta \mathbf{g} \left( q_{\text{conc}} + q_{\text{rad}} \right) dS \quad (3) \]

where \( \alpha \) and \( \alpha \) are the integration domain closed by its boundary surfaces, respectively, while \( \delta \mathbf{g} \) are the test functions of the temperature field.

The heat loss by convection, \( q_{\text{conv}} \), can be computed by means of Newton’s law as:

\[ q_{\text{conv}} = h_{\text{conv}} (T - T_{\text{env}}) \quad (4) \]

where \( h_{\text{conv}} \) is the temperature-dependent heat transfer coefficient (HTC) due to the convection flow, \( T \) is the temperature at the material surface, and \( T_{\text{env}} \) the temperature of the surrounding environment.

The radiation heat flux is computed using Stefan–Boltzmann's law as:

\[ q_{\text{rad}} = \sigma_{\text{rad}} \varepsilon_{\text{rad}} (T^4 - T_{\text{env}}^4) \quad (5) \]

where \( \sigma_{\text{rad}} \) is the Stefan–Boltzmann constant and \( \varepsilon_{\text{rad}} \) is the emissivity parameter, respectively.

2.2 Mechanical model

The mechanical problem is governed by the balance of momentum equation. The local form of this equation, written for quasi-static conditions, can be stated as:

\[ \nabla \cdot \mathbf{\sigma} + \mathbf{b} = 0 \quad (6) \]

where \( \mathbf{b} \) represents the prescribed body forces (per unit of volume), \( \nabla \cdot (\cdot) \) is the divergence operator and \( \mathbf{\sigma}(\mathbf{u}) \) denotes the Cauchy stress tensor as a function of the displacement field, \( \mathbf{u} \).

The mechanical constitutive law can be written as:

\[ \mathbf{\sigma} = \mathbf{C} : \mathbf{\varepsilon}_e \quad (7) \]

where the elastic strains, \( \mathbf{\varepsilon}_e \), are computed as:
\[ \varepsilon_c = \varepsilon - \varepsilon_p - \varepsilon_T \]  \hspace{1cm} (8)

as a function of the total strain tensor \( \varepsilon \), the plastic strains \( \varepsilon_p \) and the thermal deformations \( \varepsilon_T \), respectively. \( \mathbf{C} \) is the fourth order elastic stiffness tensor. A detailed description of the thermal shrinkage as well as the visco-plastic flow including strain-hardening, thermal softening and creep behavior can be found in references [11,22]. The effect of stress relaxation due to phase transformation has been included into the model following the method by Denlinger et. al. [18]. The optimum stress relaxation temperature has been set to 690°C [15]. When the temperature exceeds this value, an instantaneous annealing is applied as well as a gradual reduction of the yield surface vanishing once the melting point is reached.

2.3 FE analysis

The coupled thermomechanical analyses are performed using Comet, a FE software developed at the International Center for Numerical Methods in Engineering (CIMNE) [31]. The three-dimensional modeling, the FE mesh generation and the result post-processing are all performed using the GiD pre-post-processor [32].

Fig. 1 shows the FE mesh used for the model calibration through experiments, as well as the mid yz cross-section used to plot many of the results of this work. The mesh contains 19,614 Q1P0 hexahedral 8-nodes elements and 25,468 nodes. Q1P0 hexahedral elements are chosen because they have been shown to yield more accurate results than tetrahedral elements in case of isochoric plastic flow [33-37], as well as to represent the incompressible behavior of the purely viscous material behavior above the melting point [22]. According to the mesh convergence study in [16,18,21] and considering the computational capabilities available, the FE mesh consists of three elements to represents the laser spot size and one element through the layer thickness. A sensitivity analysis to check the performance of the chosen FE mesh has been carried out taking into account the work presented in [16] as well as the discussion in references [18, 20]. The element dimension is set to 1×1×0.15 mm³. The mesh is coarsened far from the Heat Affected Zone (HAZ), ensuring the required accuracy and saving computational-time. The heat source moves element-by-element according to the scanning sequence, that is, 0.15 mm at each time-step. Hence, the optimal time-integration accuracy is preserved.

![Fig.1 FE mesh used for the numerical simulation of the AM process.](image-url)

In the LSF process the part grows at each time step according to the metal-deposition process. From the numerical point of view, the birth-dead-elements technique is employed [11,16,22]. Hence, before starting the cladding process, all the elements belonging to the AM built are inactive. At each time step, according to the deposition sequence, the elements belonging to the new metal deposition layer are activated using an octree-based searching algorithm.

The laser beam in LSF follows a continuous path. However, using a time-step \( \Delta t = t^{n+1} - t^n \) in the discrete problem, the melting pool moves along the scanning path jumping from time \( t^n \) to time \( t^{n+1} \). Hence, the searching algorithm activates all the elements belonging to the volume affected by the power source between the initial and final positions of the melt-pool within this interval. This is referred to as the Heat Affected Volume (HAV):

\[ V_{pool}^{\Delta t} = \sum_{e=1}^{n_e} V_e^{(e)} \big|_{e \in HAV} \]  \hspace{1cm} (9)
The (average) density distribution of the heat source (per unit of volume) is computed as:

\[
Q = \frac{\eta P}{V_{pool}}
\]  

(10)

where \( P \) is the total energy input introduced by the laser and \( \eta \) is the heat absorption parameter (efficiency). More exhaustive explications and modeling hypothesis for the power distribution inside the melting pool are detailed in reference [16].

2.4 Material properties of Ti-6Al-4V

The temperature-dependent thermal and mechanical properties of Ti-6Al-4V used in the analysis for both the substrate and the cladding are shown in Table 1 and Fig. 2, respectively. The thermal properties of Ti-6Al-4V such as density, specific heat and thermal conductivity are very similar to those found in literature. Observe that when the temperature exceeds the melting point, the heat conductivity is increased to take into account the heat convection flow inside the melting pool. This is not the case for the mechanical properties responsible of both the elastic behavior and the plastic flow [18,20-22,38]. The sensitivity of the different mechanical properties shown in Fig. 2 on the numerical results will be discussed in the following sections.

<table>
<thead>
<tr>
<th>Temperature (ºC)</th>
<th>Density (kg/m³)</th>
<th>Thermal Conductivity (W/(m·ºC))</th>
<th>Heat Capacity (J/(kg·ºC))</th>
<th>Poisson’s Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>4420</td>
<td>7</td>
<td>546</td>
<td>0.345</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.6</td>
<td>651</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22.7</td>
<td>753</td>
<td>0.43</td>
</tr>
<tr>
<td>500</td>
<td>4350</td>
<td>19.3</td>
<td>641</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>21</td>
<td>660</td>
<td>0.43</td>
</tr>
<tr>
<td>995</td>
<td>4282</td>
<td>25.8</td>
<td>732</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>83.5</td>
<td>831</td>
<td>0.43</td>
</tr>
<tr>
<td>1100</td>
<td>4267</td>
<td>83.5</td>
<td>831</td>
<td>0.43</td>
</tr>
<tr>
<td>1200</td>
<td>4252</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>4198</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1700</td>
<td>3886</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1800</td>
<td>3818</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.5 Boundary conditions

The plate is clamped as a cantilever at the upper and lower surfaces as shown in Fig. 1. Both convection and radiation conditions are considered in all external surfaces. The emissivity of Ti-6Al-4V is set as 0.1 for LSF process, while the convective heat transfer coefficient is presented in Table 2. Moreover, heat conduction at the contact interface between the
plate and the clamping system is considered by the model to account for the thermal inertia of the supporting structure. By correlating simulated and experimental results, the heat transfer coefficient used for Newton’s model is set to 50 [W/m²·°C]. The power absorption efficiency, $\eta$ is set to 0.13. The ambient temperature is constant at 25°C. For all the simulations, the cooling time is set to 5000 s to ensure that the part cools down to room temperature.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>20</th>
<th>1000</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deposit (W/(m²·°C))</td>
<td>6</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>Substrate (W/(m²·°C))</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

### 3 Experimental setting

#### 3.1 Experimental method

Two samples of Ti-6Al-4V are fabricated using the LSF process on a Ti-6Al-4V titanium alloy substrate with the dimensions of 140 × 50 × 6 mm³. Plasma Rotating Electrode Processed (PREPed) Ti-6Al-4V powder with the diameters between 44 μm and 149 μm is used for the metal depositing. The powder is dried in a vacuum oven at 150°C for 3h before the LSF processing. Each substrate is burnished by sand paper and cleaned using acetone prior to LSF. The dimensions of the metal deposition are 6 mm high, 80 mm long, and 3 mm wide. The metal deposition consists of 40 layers. Fig. 3(a) shows the LSF–IIIB system using a $\text{CO}_2$-laser source with a maximum power input of 4 kW in a close chamber filled with argon to prevent oxidation during the laser cladding. The laser beam has a diameter of 3 mm and the laser output mode presents a bimodal distribution. Fig. 3(b) shows the coaxial nozzles used for the powder feeding. The feeding rate is set to 5 g/min. Two different scanning strategies, reciprocating and longitudinal hatching with respect to the metal deposition direction, are adopted. The process parameters are shown in Table 3.

<table>
<thead>
<tr>
<th>Spot diameter (mm)</th>
<th>Laser power (kW)</th>
<th>Scan speed (mm/s)</th>
<th>Return speed (mm/s)</th>
<th>Uplift height (mm)</th>
<th>Scan strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2</td>
<td>10</td>
<td>0.15</td>
<td></td>
<td>Recipr</td>
</tr>
</tbody>
</table>

Table 2. Convection heat transfer coefficient used in the simulation.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>20</th>
<th>1000</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deposit (W/(m²·°C))</td>
<td>6</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>Substrate (W/(m²·°C))</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3. Processing parameters of LSF.

---

![Fig.3 Laser solid forming system](image-url)
3.2 In situ measurement of distortion and temperature

In order to perform in situ measurements of the distortion during the depositing process, the substrate is clamped on one end to a supporting structure (not simulated), allowing for free distortions at the opposite side during the entire LSF process and the following cooling phase, as shown in Fig. 4. In situ distortion measurements are taken with a WXY PM11-R1-20L Displacement Sensor (DS) placed below the bottom edge at the free side of the plate. This DS has a measurement range of 20 mm and a linear accuracy of 0.02%. Temperature is measured at different locations on the top of the substrate using 2 Omega GG-K-30 type K thermocouples with a measurement uncertainty of 2.2ºC. The distortion and the thermocouple signals are acquired using a Graphtec GL-900 8 high-speed data-logger. Fig. 5 shows the locations of the two thermocouples and the DS on the substrate.

Fig.4  Experimental setup to measure the distortion and temperature of the substrate during the AM process.

Fig.5 Sample dimensions and location of the thermocouples.
4 Results and discussion

4.1 Sensitivity analysis to mechanical properties

The calculated distortion and the longitudinal residual stress distribution refer to the mid $yz$ cross-section along the transversal direction. According to the scanning strategy proposed for Case 1 (see Table 3) different analyses have been performed using the mechanical properties of Ti-6Al-4V obtained from the following references [18,20-22,38]. The corresponding results are shown in Fig. 6. It can be seen from Fig. 6(a) that, when using the parameters from references [20] and [21], the simulated results of the LSF process are in close agreement with the experimental measurements. In particular, the simulation results using the material parameters from reference [21] also shows a good agreement with the experimental measurements in the final cooling phase. Contrarily, the distortion calculated using the parameters from reference [20] is significantly smaller than the actual measurements. Observe that the distortion of the substrate calculated using the parameters from references [18,22,38] presents a large deviation from the experimental evidence (e.g. using the parameters from reference [22] the final distortion is only half of the experimental evidence). Fig. 6(b) shows that the residual stress distributions obtained using the material data from references [20,21] is very similar. The maximum residual tensile stresses are located in the HAZ, 1 mm below the top surface of the substrate. The residual stresses obtained using material parameters from references [21] and from reference [20] are smaller. Observe that the results obtained using parameters from references [18,22,38] exhibit a great stress gradient at the interface between the substrate and the metal deposition. This result is not consistent with the usual trend for the longitudinal residual stress as reported in [18, 30, 39-42]. Hence, the numerical simulation performed adopting the material data from reference [21] is the most accurate and can be used to correctly characterize the mechanical behavior of the manufacturing process using LSF technology.
Fig. 7 shows the sensitivity of the thermal expansion coefficient, the Young modulus and the elastic limit, keeping as a reference the results obtained adopting the material data from [21]. It can be seen that the thermal expansion coefficient largely affects the prediction for the overall distortion and residual stresses. The larger is the thermal expansion coefficient, the greater are the plate distortion and residual stresses. Moreover, the effect of the Young modulus on the final distortion is mainly induced by the final cooling phase. Nevertheless, the Young modulus has only a moderate global effect. Finally, the effect due to the value chosen for the elastic limit on the simulated results is very clear: the calculations performed with too high elastic limit cannot correctly characterize the history of both distortion and residual stress distribution because they are not able to capture the actual plastic flow.

The existing material database used to characterize Ti-6Al-4V behavior are mostly derived by testing samples obtained by traditional manufacturing processes such as casting and metal forming. One of the main conclusion of this work is that. The values obtained are not suitable for the AM process characterization by LSF so that it is necessary to establish accurate and reasonable material properties to characterize the material behavior for this kind of material processing.

4.2 Temperature evolution

Fig. 8 Comparison between calculated and recored thermal history at each thermocouple according to different scanning strategies: (a) Case 1, (b) Case 2.
Fig. 8 shows the temperature evolution obtained from numerical simulations and experimental measurements at the thermocouple locations TC1 and TC2 of the substrate shown in Fig. 5. The agreement is good. During the LSF process, the substrate is firstly heated-up by the laser from room temperature to the pre-heating temperature. As a result, an initial rapid heating of the substrate is observed in Fig. 8. Later, the building process is performed through a sequence of 40 deposited layers. During the heating phase, the temperature at the thermocouples continues to increase even when the heat loss becomes higher than the energy input. Both experimental and numerical curves show several peaks due to regular movement of the laser heat source to deposit the different layers. When the deposition is completed, the accumulated heat is gradually dissipated and the substrate gradually cools down. Observe that the peak temperature recorded at TC1 is about 50°C lower than values at TC2, since TC1 is closer to the HAZ than TC2. There are some differences between the simulation and the experimental plots which may due a lack of accuracy when modeling both heat radiation and heat convection mechanisms. One possible reason for this is the gas flow inside the process chamber used to prevent oxidation during LSF process.

The average error during the entire simulation registered for Case 1 and Case 2 is calculated as:

\[
\% Error = \frac{100 \sum_{i=1}^{n} \left[ \frac{(x_{exp})_i - (x_{sim})_i}{(x_{exp})_i} \right]}{n}
\]  

(11)

where \( n \) is the total simulation time increment, \( i \) is the current time increment, \( x_{exp} \) is the experimental value, and \( x_{sim} \) is the corresponding simulation value. Table 4 shows the average error at TC1 and TC2 for Case 1 and Case 2: the maximum error using the selected thermal parameters is less than 5.21%.

<table>
<thead>
<tr>
<th>Case</th>
<th>% Error</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC1</td>
<td>2.36</td>
<td>5.06</td>
</tr>
<tr>
<td>TC2</td>
<td>5.21</td>
<td>3.73</td>
</tr>
</tbody>
</table>

4.3 Distortion evolution

Fig. 9 compares the evolution of the vertical displacement at the position of the DS on the substrate obtained by simulations and experimental measurements when using two different scanning methods: Case 1 and Case 2, respectively. The evolution of the distortion of the substrate in Case 1 can be split in 4 phases. During the deposition of the 1st layer, the thermal expansion of the upper part of the substrate leads to the plate bending and the generation of plastic deformations.
This distortion is about -0.1 mm. During the period in which the 2nd to 10th layers are deposited, the distortion of the substrate gradually increases due to the cooling and shrinking of these deposited layers. During the third phase, corresponding to the deposition of all the missing layers (from 11th to 40th) till completing the built, the distortion of the substrate stabilizes, showing regular fluctuations around the same constant average value. The amplitude of these fluctuations is gradually reducing. During the cooling process, the distortion of the substrate sharply increases up to 0.5 mm within 30 s meaning that 70% of the residual distortion develops during the initial part of the cooling phase. Later on, the distortion maintains almost constant.

Fig. 10 The temperature field of both the metal deposition and the substrate for Case 1 after 10 layers.

Fig. 11 The evolution of the distortion at the DS position and the calculated temperature evolution at point 1 and point 2, respectively (see Fig. 10).

Fig. 10 shows the temperature field of both the metal deposition and the substrate under Case 1 at the 10th layer deposition. It can be seen that the temperature of the substrate near the metal deposition is higher than 250ºC. The power input is continuously transmitted from the metal deposition to the substrate provoking the material softening and, therefore, the plate bending due to the differential thermal expansion mechanism. This means that, after the first 10 layers, the temperature field does not present large temperature gradients responsible of the final distortions. Denlinger [15] found that, when the temperature is close to the alpha-beta phase transformation (600ºC to 980ºC), the Ti-6Al-4V alloy undergoes a solid-state transformation. Hence, the annealing process must be accounted for, as well as the gradual reduction of the yield surface. As a consequence, the deformations are mainly due to the plastic flow, so that the actual stress field is not allowed to increase. During the cooling process, the temperature decreases allowing for the material stiffness recovery. As a consequence, most of the distortions take place during this phase. Hence, controlling both pre-heating temperature and the cooling rate during the cooling phase is key for the mitigation of residual stresses and distortions.
4.4 Stress field evolution

![Diagrams showing stress evolution](image)

Fig.12 Calculated stress ($\sigma_{xx}$) at the mid $yz$ cross-section for the process: (a) during the 1st layer, (b) at the end of different layers and cooling.

In this section, the evolution of longitudinal stresses in LSF is discussed using the Case 1 scanning strategy as a reference. Fig. 12 shows the longitudinal stress distributions along the direction of the metal deposition at the mid $yz$ cross-section for different process times. Fig. 12(a) shows variations of the longitudinal stress during the first cladding process. The thermal expansion of the melt-pool ($t=3.78$ s) leads to large compressions (-290 MPa) in the material around this zone at the top surface of the substrate. Next, as the melt pool moves ($t=4.0$ s), the maximum compressive stresses (-240 MPa) transfers to the HAZ below the melt pool. After that ($t=4.8485$ s), the rapid cooling and thermal shrinkage induce large longitudinal tensile stresses (100 MPa) at the top surface of the substrate, leading to the movement of maximum compressive stress field towards the bottom of the substrate. At time ($t=8.197$ s), the continuous cooling and shrinkage of the metal deposition results in very high tensile stress values (480 MPa). The variation of the longitudinal stress distribution along the metal deposition direction during the whole AM process is shown in Fig. 12(b). The stress distribution at the end of the 1st, 2nd and 5th layer shows that the maximum tensile stresses are located in the HAZ at the interface between the metal deposition and the substrate. Moreover, by increasing the number of deposited layers the (compressive) stress field is also consistently increased. The stress distribution produced by the deposition of layers 20th to 40th leads to a stable maximum tensile stress field of 150 MPa located in the substrate. The compressive stresses at the lower surface of the substrate become tensile stresses at the top surface. The stress distribution after 5 s, 40 s and 2300 s of the cooling time shows a sharp overall stress increase (e.g. the maximum tensile stress increases from 150 MPa after the deposition the 40th layer to 410 MPa after 2300 s of the cooling phase, contributing to more than 60% to the maximum residual stress).
Fig. 13 The maximum temperature gradients \((G_{Z\text{max}})\) along the longitudinal direction according to the deposition sequence.

Fig. 13 shows the maximum temperature gradients \((G_{Z\text{max}})\) along the longitudinal direction according to the metal deposition sequence. It is clear that the maximum temperature gradient and the maximum longitudinal tensile stress occur simultaneously after the deposition of the first layer. This value is located in the HAZ of the substrate. According to the continuously metal deposition, the maximum temperature gradient and the maximum stress value gradually reduce and stabilize. These results indicate that large temperature gradients induce large thermal stresses.

The residual longitudinal stresses and von Mises stress distribution at mid \(yz\) cross-section after the deposition of the 40 layers are shown in Fig. 14 and Fig.15, respectively. Observe that the area near the interface between the metal deposition and the substrate exhibits largest tensile stresses. The maximum tensile stress value appears in the HAZ, just below the upper surface of the substrate (about 1 mm below it). The whole metal deposition shows tensile stresses which gradually reduce along the depositing direction. Although the residual stress distributions obtained using two different scanning strategies are similar, largest residual stresses are obtained when the longitudinal scanning path is adopted. This is because with this scanning strategy the cooling time from layer to layer is larger than using the transversal scanning sequence. Hence, the longitudinal scanning path reduces the average temperature distribution while increasing the temperature gradients which provoke the stress formation to both the deposit and substrate.

Fig.14 Calculated residual stresses \((\sigma_{xx})\) at the mid \(yz\) cross-section: (a) Case 1, (b) Case2.

Fig.15 Calculated residual von Mises stresses at the mid \(yz\) cross-section: (a) Case 1, (b) Case2.
Fig. 16 Calculated stress ($\sigma_{xx}$) on the upper surface of the substrate: (a) whole process for Case 1; (b) residual stress for both scanning strategies.

Fig. 16 shows the longitudinal stress distributions along the red line on the upper surface of the substrate (see Fig. 1). The evolution of the longitudinal stress distribution at different times for Case 1 is shown in Fig. 16(a). Observe that the overall longitudinal stresses gradually reduce according to the metal deposition sequence to quickly increase in the final cooling phase. Fig. 16(b) shows the residual longitudinal stress distributions of the upper surface according to both scanning strategies. It can be seen that the stress values at the edges of the metal deposition drastically increases, being about twice of the inner values. This is due to the larger temperature gradients at these locations.

Hence, the deposition of the 1st layer plays an important role for the formation of thermal stresses because of the colder initial temperature field of the substrate compared to the thermal conditions during the following metal deposition process. By reducing the temperature gradient during the first scanning as well as controlling the cooling rate during the cooling phase is possible to mitigate the development of the distortions and stresses in LSF processes.

5 The influence of pre-heating on distortion and residual stresses
In this section, the influence of pre-heating methods on the development of the final distortions and residual stresses is analyzed. It is well-known that pre-heating the substrate is an effective method to reduce the distortion and residual stresses in AM. However, which method is the most effective remains to be explored. Two kinds of pre-heating methods are here investigated. Firstly, two kinds of scanning patterns applied before the metal deposition are analyzed: (1) longitudinal pattern, in which the laser moves along the longitudinal direction as for the metal deposition; (2) transversal pattern, in which the laser performs the scanning along the direction orthogonal to the metal deposition. Secondly, different pre-heating temperatures applied to the whole substrate are analyzed: 400ºC, 500ºC, 600ºC and 700ºC, respectively.

The results in terms of substrate distortion are shown in Fig. 17. By changing the scanning pattern, the average distortion measured is similar (see Fig.17(a)). The average distortion of the substrate is about -0.2 mm after pre-heating. Furthermore, it must be observed that at the end of the AM process, the overall distortion of the substrate with pre-heating is higher than without pre-heating. Better results can be achieved by controlling the pre-heating temperature of the whole substrate. In this case, the distortion of the substrate is reduced by increasing the pre-heating temperature to vanish when the value is around 700ºC. However, the distortion induced in the final cooling phase still exists. This distortion can be alleviated but not removed.

Fig. 18 shows the calculated longitudinal residual stresses according to different pre-heating conditions along the normal direction at the mid yz cross-section. The results show that the pre-heating mitigates the residual stresses while the longitudinal scanning pattern slightly contributes to this mitigation. The longitudinal scanning generates a more uniform temperature field leading to smaller temperature gradients; hence, this is relatively better than the transversal strategy. Focusing on the effect of the pre-heating temperature, the higher is the pre-heating temperature, the smaller are the temperature gradients. So, the maximum residual tensile stresses in both the metal deposition and the substrate are gradually reduced by increasing the pre-heating temperature. When the pre-heating temperature reaches 700ºC, the substrate is fully softened and the maximum residual tensile stresses, located at the top of the metal deposition, does not exceed 50 MPa.
Fig. 18 Calculated residual stress at the mid yz cross-section along the normal direction for different pre-heating conditions.

Table 5 shows the reduction of distortion and residual stresses using the different pre-heating strategies used in this work. Similar results have been published by Cao et al [32] showing that increasing the electron beam pre-heating slightly promotes the mitigation of the maximum residual stress.

<table>
<thead>
<tr>
<th>Preheat condition</th>
<th>Longitudinal preheat</th>
<th>Transverse preheat</th>
<th>Preheat 400°C</th>
<th>Preheat 500°C</th>
<th>Preheat 600°C</th>
<th>Preheat 700°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>r</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td>r</td>
</tr>
<tr>
<td>e</td>
<td>e</td>
<td>e</td>
<td>e</td>
<td>e</td>
<td>e</td>
<td>e</td>
</tr>
<tr>
<td>h</td>
<td>h</td>
<td>h</td>
<td>h</td>
<td>h</td>
<td>h</td>
<td>h</td>
</tr>
<tr>
<td>e</td>
<td>e</td>
<td>e</td>
<td>e</td>
<td>e</td>
<td>e</td>
<td>e</td>
</tr>
<tr>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
</tbody>
</table>
6 Conclusion

In this work, a 3D thermo-elasto-visco-plastic finite element model is calibrated and experimentally validated to investigate the thermomechanical behavior of LSF technology for the AM process of Ti-6Al-4V. The evolution of both the final distortion and residual stresses under different scanning strategies and the sensitivity to the mechanical properties of Ti-6Al-4V alloy are analyzed. The validated model is used to study the influence of pre-heating on the final distortion and residual stresses induced by the manufacturing process.

The main conclusions are:

1) Different mechanical properties coming from the literature survey for the same Ti-6Al-4V alloy have been tested. The results obtained showed large discrepancies. The most accurate response to correctly characterize the mechanical behavior of the metal deposition in LSF is obtained by adopting the parameters from reference [21]. Hence, for the numerical simulation of the AM process it is mandatory to use material properties which refer to this particular process. Generic material data-base used by other manufacturing processes such as casting or forging are not suitable for AM.

The sensitivity analysis of the mechanical properties of Ti-6Al-4V alloy shows that the distortion and residual stresses strongly depend on the value of the thermal expansion coefficient while slightly depends on the Young modulus. The influence of the elastic limit is very significant too because it changes the formation and evolution of the plastic strains.

2) The numerical results are in agreement with the experimental measurements and the maximum average error at the thermocouple TC1 and TC2 is 5.21%.

3) In LSF processes, the maximum temperature gradient and the maximum tensile stress values occur after the
deposition of the first layer. This initial stress distribution is not modified by the deposition of the following layers of the built. It is observed that the longitudinal stresses are larger in the HAZ of the substrate and they reduce through the substrate thickness from the bottom to the top surface.

4) The cooling process is the key period for the development of the residual stresses and distortion: more than 60% of the total amount is generated in this final phase.

5) The scanning strategy adopted for the pre-heating slightly mitigates the residual stresses, while the distortions may increase.

6) Pre-heating the substrate is an effective method to mitigate both the distortion and residual stresses. Increasing the pre-heating temperature, the mitigation is more marked. When the pre-heating temperature reaches 700°C, the distortion and residual stresses are reduced by 67.2% and 85.1%, respectively.
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